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ABSTRACT 

This work presents an application of the Perceptually 

Important Points (PIP) technique for the analysis of VLF time 

series. The aim of the analysis is to detect anomalies with 

respect to the normal variations of the data trends. Such 

anomalies could reveal possible radio precursors of the 

earthquake. Since 2009, several radio receivers have been 

installed throughout Europe in order to realize the INFREP 

European radio network for studying the VLF (10-50 kHz) 

and LF (150-300 kHz) radio precursors of earthquakes. The 

time series used for experiments was collected during the 

Dodecanese islands earthquakes (MW=5.6 and MW=5.7) 

occurred on January 30, 2020. 

Index Terms— Ionosphere, VLF signal, Earthquake, 

Time series, Perceptually important points 

1. INTRODUCTION

Different factors, such as meteorological conditions, solar 

bursts and geomagnetic activity, affect VLF/LF radio waves 

propagation. At the same time, variations of some parameters 

in the ground, in the atmosphere and in the ionosphere, occur 

during the preparatory phase of earthquakes. Such variations 

can produce disturbances in the propagation of the previous 

signals along their radio paths, which are the radio precursors. 

Since 2009, several VLF/LF radio receivers have been 

installed throughout Europe in order to realize a European 

radio network for studying the VLF/LF radio precursors of 

earthquakes, called the INFREP network [1-4].  

At the end of January 2020 an intense seismic crisis occurred 

on Dodecanese islands; the main earthquakes (Mw = 5.6 and 

Mw = 5.7) happened on January 30. This seismic activity 

occurred in the "sensitive" zone of the INFREP receiver 

located in Cyprus. 

The visual analysis of the raw radio data revealed clear pre-

seismic anomalies on the three VLF radio signals (19.58, 

20.27, 23.40 kHz) collected by the Cyprus receiver and 

crossing the zone of the previous seismic activity. The 

temporal trend of these VLF signals, from the beginning of 

January 24 till the end of January 31, 2020 is shown in Fig. 

1. The analysis of daily day/night trend of these signals points

out a clear anomaly during the night of January 29, 2020, one 

day before the occurrence of the main shocks of the seismic 

crisis. 

In this work an approach based on computational intelligence 

is experimented for anomaly detection. In the first phase of 

the approach, a time series segmentation is carried out, to 

remove the noise and divide the series into discrete segments 

revealing the major dynamics. As a segmentation method, the 

Perceptually Important Points (PIP) technique is applied. The 

PIP is able to preserve the shape of the data [5][6]. In the 

second phase, the time series of PIPs is statistically 

compressed using the median for each time window. Finally, 

the set of median points is separated into low and high 

dynamics using the K-means clustering algorithm. As a 

consequence, anomalies are automatically located outside the 

generated clusters. The effectiveness of the approach has 

been experimented. 

2. INFREP NETWORK

The International Network for Frontier Research on Earth-

quake Precursors (INFREP) network currently consists of 

nine receivers located as follows: one in Austria, Cyprus, 

Italy, Portugal and Serbia, two in Romania and Greece. 

The radio receivers measure the intensity (electric field 

strength) of radio signals radiated by existing VLF-LF 

broadcasting stations in the bands VLF (20 - 80 kHz) and LF 

(150 - 300 kHz), with one-minute sampling rate. The location 

of the transmitters and receivers are available on the INFREP 

web site (www.infrep-network.eu). 
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Fig. 1 - VLF signals collected by the Cyprus receiver 

from 24 to 30 January 2020: (a) 19.58 kHz, (b) 20.27 kHz 

and (c) 23.40 kHz. An anomalous decrease appears on 29 

January. 

The data collected are transmitted every day to the server. 

The different temporal trends of signals collected at the 

receivers are also available on the INFREP web site. 

3. METHODOLOGY

The problem on how to represent a time series in multi-

resolution is fundamental, because time series data is hard to 

manage in its original structure. Moreover, before processing 

and analyzing time series, computational intelligence 

applications is needed to reduce the high dimensionality of 

the data while retaining the information associated with 

important points. For example, financial analysis often 

depends on the shape of data and the significance of points to 

identify technical patterns. Most time series dimensionality 

reduction approaches, such as principal component analysis 

(PCA), discrete Fourier transform (DFT), discrete wavelet 

transform (DWT), piecewise aggregate approximation 

(PAA), often lose important data points and fail to retain the 

general shape of the time series after compression [7]. A 

method to dynamically segment time series into 

subsequences of unequal length, preserving the shape of the 

data, is based on choosing points that are important in the 

human vision identification process. These data points are 

known as Perceptually Important Points (PIPs). PIPs were 

initially introduced to exploit salient points from a price 

series and then have also been used to identify specific 

technical patterns [5]. In the context of data mining, PIPs 

have been used mainly for purposes of dimension reduction 

(time series representation) and for clustering reasons (see [8] 

and references therein). 

Fig. 2 shows the workflow for detecting anomalies in VLF 

time series. Specifically, the input is made by the VLF time 

series 𝑣𝑖(𝑡), i=1,2,3, collected at three different frequencies.

A windowing is then carried out, selecting the values that are 

enclosed in the current sliding interval, characterized by size 

 and shift . Let �̅�𝑖,𝑛(𝑡) be the resulting windowed signal

extracted with the 𝑛-th window. A segmentation is applied, 

in which the input time-series is divided into a sequence of 

-1 linear segments, generating the time series  �̃�𝑖,𝑛(𝑡). As an

example, Fig. 3 shows 10 points located with a PIPs 

identification algorithm on a time series initially made up of 

241 samples. Starting with the time series �̅�𝑖,𝑛(𝑡), the

algorithm allows to identify  data points: �̃�𝑖,𝑛,1,…, �̃�𝑖,𝑛,, via

a reordering process of points in the input data series by their 

importance. The first two PIPs found are the first and last 

points of �̅�𝑖,𝑛(𝑡). In order to identify the next PIPs, the most

classical algorithms calculate the distance between all 

remaining points and two adjacent PIPs, and label as the next 

PIP the one with the maximum distance. Three metrics are 

generally used as a distance, namely Euclidean distance (ED), 

perpendicular distance (PD) and vertical distance (VD) [8]. 



Fig. 2 –Workflow for detecting anomalies in VLF time series 

Fig. 3 - PIPs identified on a time series of 241 samples 

In this paper, a particular approach has been used to locate 

the next PIPs. First, the slope of the line joining two PIPs is 

considered, to identify the main trend of the subsequence. 

Then, the next one or two (possibly) PIPs are determined, 

considering the maximum percentage retracement of the 

main trend. A retracement is defined as a temporary reversal 

of the trend of a time series. The PIPs identification process 

continues until   points in �̅�𝑖,𝑛(𝑡) are attached to a list. If

+1 points are identified, then the first PIP is discarded as the 

least significant, since it is the oldest. Subsequently, the 

median of the   PIPs �̃�𝑖,𝑛,1,…, �̃�𝑖,𝑛, is computed. In the case

in point, a vector of three medians is delivered for each n-th 

window, i.e., �̇�𝑛 [�̇�1(𝑛), �̇�2(𝑛), �̇�3(𝑛)].
Median vectors are continuously collected and stored. When 

N vectors are available, the anomaly detection process can 

start. In general, an anomaly detection approach is 

comprehensive if it is able to both detect and identify the 

emerging anomalies and characterize the essence of these 

anomalies by visualizing the structures discovered within 

data in a way that is understandable to the end-user [9]. In this 

paper, the k-means clustering algorithm is used as a basis for 

anomaly detection and characterization. Indeed, clustering is 

an effective way to visualize and understand the variation of 

dynamics within data. Specifically, K-means is a fast, 

iterative algorithm that has been used in many clustering 

applications. Formally, it is a point-based clustering method 

that starts with the cluster centers (centroids) arranged at 

arbitrary positions and proceeds by moving at each step the 

centroids in order to minimize the clustering error. The 

method has the disadvantage of being sensitive to the initial 

positions of the centroids. Therefore, in order to obtain near 

optimal solutions using the k-means algorithm, several runs 

must be scheduled changing the initial positions of the cluster 

centers [10]. Actually, in our approach the clustering is 

iteratively applied on overlapping sliding windows of N 

points. As a consequence, after the first clustering, the 

subsequent ones can be initialized with the previous 

centroids. 

In particular, the clustering is configured to detect 2 cluster: 

normal and anomalous vector. As a result, two types of 

analyses can be carried out. In the offline analysis, the colored 

clusters are represented in 3D space as animated frames (one 

frame per clustering). With this kind of analysis, the labeling 

generated by clusters exhibit the differences over time 

between normal and anomalous behaviors [11]. In the online 

analysis, an anomaly score is calculated, in order to detect 

anomalous events, i.e, a drift in the cluster composition. In 

our approach, the silhouette index [12] has been used as an 

aggregated value of anomaly. It measures how similar an 

object is to its own cluster (cohesion) compared to other 

clusters (separation). The silhouette index ranges from −1 to 



+1: high values indicate that the point matches to its own 

cluster and not to the others. If most points have a high value, 

the clustering configuration is well defined. In contrast, 

overlapped clusters exhibit low or negative values. In our 

approach, as anomaly index the average silhouette index of 

all points is used to assess an unfolding anomaly. 

An important aspect related to the horizontal scalability of 

this approach, is that different sources of information can be 

derived from VLF signals, originating a multimodal decision-

making process. In order to keep the 3D visualization 

effective, the context-based clustering can be considered. The 

context is a sub-aspect of the domain, related to different 

factors or sub-regions of the monitored sources. A suitable 

architecture for this purpose is based on receptive fields [13]. 

4. RESULTS

In order to show the potential of the approach of Fig.2, in this 

section a pilot case is discussed. Specifically, the window size 

 is set to 90 samples, the shift  is set to 1, and the 

segmentation  is set to 30 PIPs. Fig. 4 shows the result of 

the cluster analysis. Here, the coordinates of each point are 

given by the signal amplitude at the three frequencies 19.58 

kHz, 20.27 kHz and 23.40 kHz (see Fig. 1). In figure different 

colors are used to denote points referring to the eight days 

from January 24 to January 31. Two well separated clusters 

are clearly visible. The anomalous cluster is the group of 

points at bottom right, characterized by the green and red 

points grouped in the days 28 and 29 January. 

The purpose of this paper is to introduce a novel analysis 

perspective of pre-seismic radio anomalies based on VLF 

time series. A small case study has been briefly discussed to 

show the potential of the approach. Further research is 

necessary to achieve significant results. To this aim, future 

work will focus on further experimentation and investigation, 

as well as on further integration with other methods. 

Fig. 4 - Cluster analysis applied to the VLF time series 

using k-means algorithm and two clusters 
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