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Abstract — Situation awareness is a promising approach to 

recommend to a mobile user the most suitable resources for a 

specific situation. However, determining the correct user 

situation is not a simple task since users have different habits 

that may affect the way in which the situations arise. Thus, an 

appropriate tuning aimed at adapting the situation recognizer 

to the specific user is desirable to make a resource 

recommender more effective. In this paper, we show how this 

objective can be achieved by collecting data during the 

interaction of the user with the mobile device and using this 

context history to personalize the resource recommender by a 

genetic algorithm. To describe our approach, we adopt a 

recently proposed resource recommender which exploits fuzzy 

linguistic variables to manage the inherent vagueness of some 

contextual parameters. Experimental results on a real business 

case show that the responsiveness and modeling capabilities of 

the recommender increase, thus validating the proposed 

approach. 

Keywords - context awareness; context history; genetic fuzzy 

systems; mobile resource recommender; service personalization. 

I. INTRODUCTION

Users in mobility can today access to a very large amount 
of different resources. Thus, to search for the most suitable 
resource for each specific situation is not typically a trivial 
task and might be very time-consuming. In our previous 
works [5][6], we have presented a resource recommender 
that is able to suggest a list of resources suitable for the 
specific user task and situation. The situation is 
automatically recognized from contextual data by 
appropriately combining a semantic layer with a fuzzy layer. 
More specifically, the semantic layer is devoted to express 
domain knowledge through web ontologies and rules, 
whereas the fuzzy layer is in charge of managing the natural 
vagueness and impreciseness of contextual data. The 
combination of the two layers provides a list of situations 
sorted by decreasing degrees of recognition certainty. Given 
a specific task, an appropriate ontology links resources to 
each specific situation [12]. Thus, using the degree of 
recognition certainty associated with each situation, we can 
propose to the user a sorted list of resources which are likely 
to be needed by the user in the specific operation context: the 
resources at the top and the bottom of the list correspond to 

the situations recognized with the highest and lowest degrees 
of certainty, respectively. 

In our previous works, we proposed a general 
architecture for the recommender system and applied this 
architecture to two case studies, namely a pharmaceutical 
consultant and an off-site student. We defined the linguistic 
variables used in the fuzzy layer considering a generic user 
without taking specific user habits into account. Of course, 
the definition of these variables through the corresponding 
membership functions is a critical step of the overall 
recommending process [14]. Indeed, the shape and position 
of these functions strongly affect the computation of the 
degrees of certainty. Thus, to increase the recognition rate, 
shapes and positions should be adapted to the user habits. 
Currently, some systems already allow a personalization 
degree, but the users have to input and update their 
preferences manually in order to receive personalized 
services. A more efficient technique for personalization 
would be to deduce user habits automatically from the 
context history. Indeed, the employment of context history 
can be extremely effective in enabling personalization and 
adaptation by discovering recurrent patterns in the data [3]. 

In this paper, we briefly describe the architecture of our 
resource recommender. Then, we show how the definition of 
the linguistic variables can be tuned to the specific user via a 
genetic algorithm (GA) by using the context history. Finally, 
we discuss using a real business case how this 
personalization increases the performance of our system, 
allowing recognizing each situation with a higher precision 
than the system developed for a generic user.  

The paper unfolds as follows. Section 2 summarizes the 
state of the art on the use of context history in 
recommendation systems. In Section 3, the overall system 
architecture of the situation-aware resource recommender is 
presented and discussed. Section 4 describes in detail the 
implementation of the proposed approach, whereas Section 5 
presents the application of the proposed approach to a real 
case study. Finally, in Section 6, some concluding remarks 
are reported. 

II. RELATED WORK

In the field of recommendation systems, context can be 
defined as any information that characterizes the user 
situation in which a need of resources arises [11]. Hence, 
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determining the user situation is crucial to recommend the 
most suitable resources. Context history has been identified 
as an important piece of information to recognize the user 
situation. Context history is strictly related to the activity that 
the users are going to perform, and to the resources which 
they might be interested in [3]. However, the use of context 
history in recommendation systems is considered a relatively 
under-explored area [9]. Maryhofer has proposed in [13] to 
use context history to predict the current situation. Here, 
sensor data are classified into higher-level context identifiers, 
and then the next possible contexts are predicted by using an 
algorithm based on Markov models. Byun and Cheverst have 
exploited context history to induce rules for adapting the 
system to the user behavior [3][4]. In particular, fuzzy 
decision trees have been employed to handle the vagueness 
in sensed data and to represent the level of uncertainty in the 
suggestions to the user. Si et al. [15] have developed a 
platform that can learn user behaviors from context history, 
in order to provide the most relevant services in the current 
situation. Here, Bayesian Networks are used to correlate 
contexts and services, by modeling the relationship between 
the sensor data and the selected services in the context 
history. Yap et al. [17] have proposed to dynamically choose 
the set of contextual information on which the resource 
recommendations can be based. Support Vector Machines 
techniques are applied to the context history in order to learn 
a relevance coefficient of each contextual information. Hong 
et al. [9] have suggested the use of context history to 
automatically extract the user preferences about services. In 
particular, by means of decision trees and association rules, 
the system is able to associate user context with services and 
even predict the next services the user might need.  

In this paper, we first perform an accurate analysis phase 
to model the application domain and the corresponding 
context by ontologies and semantic rules, taking a generic 
user interacting with the mobile device into account. Then, 
we build a prototype of the recommender and supply the user 
with this prototype. During the use, we automatically collect 
some context history to extract the behavior of the user in the 
different situations of his/her typical day. This context 
history is used by a GA to adapt to the specific user behavior 
the meaning of the linguistic values used in the fuzzy 
linguistic rules of the resource recommender. This allows 
personalizing the resource recommender on the user 
behavior, thus improving its accuracy in timely suggesting 
the correct resources.  

III. OVERALL ARCHITECTURE

The overall system architecture of the resource 
recommender is shown in Fig. 1. Here, we will illustrate only 
the main blocks of this architecture. The interested reader 
can find a more detailed description in [6], where we have 
also shown a comparison with other recently proposed 
recommenders. In the server side, the semantic engine and 
the fuzzy engine are the main modules. The semantic engine 

infers one or more current situations by exploiting domain 
knowledge modeled by ontologies (expressed in the Web 
Ontology Language – OWL [18]) and semantic rules 
(expressed in the Semantic Web Rule Language – SWRL 
[19]). Fig. 2 shows basic concepts and relationships 
identified for the situation ontology. In Fig. 3, we provide an 
example of semantic rule expressed in natural language by 
using the ontology of Fig. 2. In the rule, we have represented 
the conditions which typically are affected by a degree of 
uncertainty in italic bold. These conditions are modeled by 
using fuzzy propositions expressed in terms of linguistic 
variables and linguistic values in the fuzzy engine. These 
propositions are therefore connected by a logical AND 
implemented by using the minimum operator in order to 
form a fuzzy linguistic rule. Once fired, this rule can 
compute a certainty degree for the situation inferred by the 
corresponding semantic rule in the semantic engine.

The interoperability between the fuzzy engine and the 
semantic engine modules is guaranteed by the observer.
More specifically, the observer module transmits to the fuzzy 
engine each contextual value which is affected by 
uncertainty. Then, the fuzzy engine checks whether the value 
belongs to a fuzzy set in the linguistic variable at some 
degree. If this occurs, the observer communicates to the 
semantic engine that the corresponding condition in the 
semantic rule can be considered true, thus triggering the
semantic inference process. Obviously, the value can belong 
to more than one fuzzy set and therefore more conditions in 
different semantic rules are considered true, thus firing more 
than one semantic rule and possibly inferring more than one 
situation. Since the fuzzy engine computes a degree of 
certainty for each situation, taking the intrinsic vagueness of 
some conditions of the semantic rules into account, the 
system can associate a degree of certainty with each situation 
inferred by the semantic engine. Each situation is therefore 
associated with specific tasks on the basis of domain 
knowledge expressed in terms of a task ontology. Finally, the 
specific current task together with contextual information is 
used to recommend a set of resources, identified by means of 
a Label (or Tag)-based file system. The resources are 
recommended in the same order of the situations with which 
they are associated: from the resources associated with the 
situation characterized by the highest degree of certainty to 
the ones associated with the situation with the lowest degree 
of certainty.  

The application controller module handles the execution 
flow of the server-side application, managing the activities of 
the other modules and acquiring data collected by the 
contextual data sources package. Contextual data concern 
geographical maps, user calendar, user position, user speed, 
Point Of Interests (POIs) for the user. In particular, the 
application controller drives the process of recording the 
acquired contextual data over the time to build the context 
history for the user.  
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Figure 1. The overall system architecture. 

Figure 2. The situation ontology. 

The context history extractor module is aimed at 
producing the training set needed for the tuning of the 
linguistic values so as to adapt the fuzzy engine to the 
specific user. In particular, the module associates a set of 
tracks of contextual data (context history) with the 
corresponding situations. In the fuzzy engine, the genetic 
tuner implements a GA that optimizes the membership 
functions associated with the linguistic values, as detailed in 
the next section.  

On the client side, the label-based resource access [2] 
module provides a reference to tagged resources. Indeed, the 
application controller identifies the recommended resources 
by using abstract descriptors (labels) in place of their URIs, 
with the aim of being independent of the resources and 
enabling reusability of the ontology [5][6]. The reference to 
the resource is employed by the resource launcher module.
Finally, the situation sampler module allows tracking the 
instants of time and the situations for the context history 
extractor, during the tuning phase. The tuning phase can be 
started manually by the user or automatically by the client 
application depending on a performance index that is 
monitored on the client side.  

Figure 3. An example of a semantic rule in natural language. 

IV. THE GENETIC TUNER

Each rule in the fuzzy engine is expressed by using 
linguistic variables. For each linguistic variable, we define a 
set of linguistic values and associate a fuzzy set with each of 
these linguistic values. The fuzzy sets describe the meaning 
of the linguistic values. This meaning is generally fixed by 
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considering a generic user. Actually, different users have 
different behaviors. Thus, it can be a very hard task to find a 
meaning which satisfies all the possible users. As an 
example, let us consider the rule shown in Fig. 3. To infer a 
degree of certainty for the situation “ongoing-meeting”, the 
spatial closeness to the meeting place has to be evaluated. To 
this aim, a linguistic variable is defined with two linguistic 
values: close and not-close. To define a meaning for these 
two values for a generic user is not however a trivial task. 
Indeed, a very precise user would usually note in his 
calendar the complete address (street and number) of the 
meeting place, whereas a less precise user might note the 
street name only. To timely recognize the closeness of the 
user to the point of interest, the fuzzy set corresponding to 
the linguistic value close should be representative of both 
users. Considering the difference between the user habits, to 
achieve this objective is practically impossible. Indeed, a 
fuzzy set characterized by a narrow support would not allow 
to detect the closeness to the meeting place for the less 
precise user, whereas a fuzzy set with a wide support would 
detect too early the closeness for the very precise user. 

To lessen this drawback and therefore improve the 
performance of the resource recommender, the specificity of 
each user has to be taken into account. This can be 
performed by employing the context history of the specific 
user for adapting the meaning of the linguistic values used in 
the rules of the fuzzy engine. To this aim, we can adopt a 
GA.  

GAs have been so widely used to tune membership 
functions of linguistic values in fuzzy rule-based systems 
that a specific term, genetic fuzzy systems, has been coined 
in the literature [8]. Although in the last years different 
algorithms and procedures have been proposed to learn 
membership functions from data [10], in this paper, we adopt 
a very simple approach. On the other hand, our aim is only to 
show that the use of a tuning mechanism for adapting the 
resource recommender to the user habits and behaviors can 
considerably increase its accuracy and responsiveness. 

Let us consider the generic linguistic variable Xj shown in 
Fig. 4. We assume that each linguistic value is represented 
by a trapezoidal membership function, Aj,t, whose support is 
[aj,t, dj,t] and whose core is [bj,t, cj,t]. Further, for each fuzzy 
set Aj,t, t=1…Tj - 1, we suppose that cj,t = aj,t+1 and dj,t = bj,t+1.

Finally, aj,1 = bj,1 and , jj Tc = , jj Td coincide with the left and 

right extremes of the universe, respectively. Thus, the strong 
partitions made of these membership functions can be 
represented by Tj - 1 pairs (aj,t, bj,t). Let M be the number of 
linguistic variables which have to be tuned. The overall data 
base can be defined by the chromosome shown in Fig. 5.  

Figure 4. A generic partition of a linguistic variable. 

Figure 5. The chromosome coding. 

We aim to tune the membership functions so as to 
increase the capability of the system to recognize the desired 
situation. To this aim, we maximize the following fitness 
function f. Let s1, …, sS be the possible situations the 
recommender system can recognize. Let st be the target 
situation. Then, f is defined as: 

( )( )( ) max ( )
t rs r t s

k

f k kμ μ≠= −  (1) 

where 
tsμ  and 

rsμ  are the certainty degrees with which the 

fuzzy engine recognizes the target situation st and each 
situation sr different from st for the sample k in the training 
set. The training set is built on the basis of samples of the 
context history. Each sample is made of the contextual 
variables that allow inferring the situation, together with the 
user situation itself. To give a glimpse of the context history, 
let us consider again the semantic rule reported in Fig. 3. 

Here, the context history is made of: (i) the mobility of 
the user1; (ii) the temporal inclusion of the user1 time in the 
meeting1 time; (iii) the spatial closeness of the user1 position 
to the place of the meeting1. These contextual values are 
periodically recorded and associated to the respective user 
situations. Once the training set is large enough (a few 
hundreds of samples for each situation), the GA can be 
executed. We would like to highlight that for each observed 
situation, we store approximately an average of 400-450 
samples (about one per minute).  

The initial population of the GA is made of 50 
chromosomes. Each individual of the population is randomly 
generated within the universe of the base variables. We adopt 

a BLX-α crossover operator with α = 0.5 [7], an adaptive 
feasible mutation operator [16] and stochastic uniform 
selection [1]. The algorithm stops when the average fitness 
of the population, over 2000 generations, varies less than 

610− . At the end of the GA execution, the membership 

function parameters are tuned by using the values of the 
chromosome with the highest fitness value.  

V. EVALUATION CASE STUDY

We applied the proposed framework to two real business 
case studies, concerning a pharmaceutical consultant in 
typical business situations and an off-site student during a 
week of lessons [6]. For the sake of brevity, we will focus 
only on the first case study. On the other hand, the second 
case study is very similar in terms of methods and results. 

More specifically, by means of a series of interviews, we 
extracted the following situations in which the consultant can 
be involved: (i) Pre-Meeting on Movement, when the user is 
moving towards the location of the upcoming meeting; (ii) 
Ongoing-Meeting, when the user is attending a meeting; (iii) 
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Meal, when the user is having lunch; (iv) Post-Meeting on 
Movement, when the user is returning home at the end of the 
work day. Hence, domain-specific ontologies and semantic 
rules have been developed accordingly.  

In order to assess the effectiveness of the proposed 
personalization technique, a comparative analysis has been 
made with the performances achieved by a recommender 
configured by a domain expert. 

To generate the training samples, a set of 10 tracks and 
110 total events have been recorded in two working weeks of 
a pharmaceutical consultant. 

The linguistic variables involved in the case study are: (i) 
spatial closeness, which represents the distance of the user 
from a place expressed linguistically as close and not-close;
(ii) temporal relativity, which denotes the order between two 
instants of time and is expressed linguistically as before and 
after; (iii) time inclusion, which assesses whether an instant 
of time belongs to a temporal interval and is expressed 
linguistically as included and not-included; and (iv) user 
mobility, which represents the speed of the user and is 
expressed linguistically as stationary and not-stationary. Fig. 
6 shows the linguistic variables defined by the domain expert 
and tuned by the GA, respectively. 

After the tuning process, the two recommenders have 
been tested by a pharmaceutical consultant during a working 
week with 77 total new events. To asses the reliability and 
timeliness of the recommender, the following performance 
index has been considered. Let us assume that for each type 

iE  of event, we have iN  occurrences 
,i po . For each 

occurrence 
,i po , we record the instant of time 

,i pt  at which 

that occurrence occurs, and the time 
,i pt′  at which the 

recommender recognizes the occurrence. Let us define the 

responsiveness of the recommender to the type iE  of event 

as: 

'

, ,

1
( )

iN

i p i p

p

i

i

t t

Resp E
N

=

−

=  (2) 

Table 1 shows the responsiveness of the two 
recommenders for each type of event occurred during the 
testing. Experimental results show that the recommender 
tuned by the GA considerably outperforms the recommender 
configured by the domain expert. In particular, with the 
proposed technique the recommender is able to increase the 
responsiveness on average of almost 30%, with peaks of 
45% for some specific type of events. 

To assess the capability of our approach to adapt the 
meaning of the linguistic terms to the user behavior, we have 
applied the GA to a different pharmaceutical consultant in 
similar business situations. Fig. 7 shows the linguistic 
variables after the GA optimization. By comparing Fig. 7 
with Fig. 6.b, we can observe that the abscissas 
corresponding to the crossing points between after and 
before, and included and not-included in, respectively, 
linguistic variables temporal relativity and time inclusion are 
considerably smaller for the second consultant than for the 
first. This can be explained by the different habits of the two 

consultants. Indeed, the second consultant is typically 
latecomer whereas the first consultant is generally punctual.  

Figure 6. Linguistic variables for the evaluation case study defined by the 

domain expert (a) and tuned by the GA (b). 

TABLE I. RESPONSIVENESS OF THE TWO RECOMMENDERS.

Events Responsiveness (in seconds) 

Recommender 

defined by the 

domain expert 

Recommender 

tuned by the GA 

Pre-meeting (begin) 49.71 35.71 

Pre-meeting (end) 85.64 47.43 

Ongoing Meeting (begin) 110.43 83.86 

Ongoing Meeting (end) 31.93 22.93 

Meal (begin) 101.29 68.86 

Meal (end) 59.00 48.57 

Post-meeting (begin) 27.33 23.00 

Average 66.48 47.19 

VI. CONCLUSIONS

In this paper, we have presented a method based on a GA 
to adapt a resource recommender to the behavior of the 
specific user. This allows to increase the accuracy of the 
recommender in determining the user situation, thus 
improving the effectiveness and reliability in suggesting the 
correct resources to the user. We have adopted a resource 
recommender proposed in our recent works. This 
recommender exploits fuzzy linguistic variables to manage 
the inherent vagueness of some contextual parameters. The 
GA tunes the meaning of these linguistic variables on the 
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basis of context history collected by tracking the behavior of 
the user when interacting with the mobile device.  

The effectiveness of the proposed method has been 
shown by testing the recommender in a real-world scenario. 
To this aim, a prototype has been implemented and 
configured for a case study, concerning pharmaceutical 
consultants in typical business situations. The experimental 
results have shown that the GA enhances the performance of 
the recommender, increasing its responsiveness and 
modeling capabilities. 

Ongoing works concern the adaptation of the 
recommender to user habits that can occasionally change. 

Figure 7. Linguistic variables tuned by the GA on the behavior of another 

pharmaceutical consultant. 
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